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EXTRACTING FEATURE QUANTITIES
FROM AN IMAGE TO PERFORM LOCATION
ESTIMATION

PRIORITY

This application claims priority to Japanese Patent Appli-
cation No. 2012-179994, filed Aug. 15, 2012, and all the
benefits accruing therefrom under 35 U.S.C. §119, the con-
tents of which in its entirety are herein incorporated by ref-
erence.

BACKGROUND

The present invention relates to a technique to extract fea-
ture quantities from an image to perform location estimation.

There is an increasing demand for techniques to estimate
in-door locations for analyzing customer traffic lines in places
such as shopping centers and public facilities and for inven-
tory control in these years.

It is difficult to accurately estimate a location indoors
because a wireless device such as a WiFi or RFID device
when used indoors generates much noise. GPS provides a
relatively accurate location estimation but cannot be used
indoors. Therefore a technique has been developed in which
a camera is attached to a moving object to shot an image and
the shot image is analyzed to predict the location.

Existing techniques related to this include techniques dis-
closed in WO2008/087974. WO2008/087974 relates to a
technique to calculate positional relationship between mul-
tiple cameras and a technique to generate a user interface
based on the calculated positional relationship and discloses
calculation of the positions of multiple cameras based on a
shot image without using GPS.

Hironobu Fujiyoshi, “Gradient-Based Feature Extraction:
SIFT and HOG”, Information Processing Society of Japan
Technical Report, CVIM [Computer Vision and Image
Medial], 2007, (87), 211-224, 2007-09-03 provides a sum-
mary of the SIFT algorithm and describes detection of
extrema in a DoG image and HOG.

JP2011-53181A discloses orientation estimation using
SIFT (Scale-Invariant Feature Transform) feature quantities
in order to provide a reliable information terminal apparatus
capable of estimating the orientation of a user and controlling
display information on a display according to the result of the
estimation without needing incorporation of a geomagnetic
sensor.

SIFT is one of image feature extraction techniques and
relates to detection of feature points and a method for calcu-
lating feature vectors around a feature point. Aside from this,
Structure from Motion (SfM), which is a technique to recon-
struct a three-dimensional positional relationship between
singularity points and camera positions from an image is
known. SfM is described in JP10-40385A, JP2009-237845A
and JP2009-237847A, for example.

StM is a technique in which feature points are extracted
from an image, such as corners, and the intensities of 8x8
pixels around a feature point are arranged to simply generate
a 64-bit feature vector or otherwise to calculate feature vec-
tors from pixels around the feature point and matching is
performed between a plurality of pixels. In this way, the
three-dimensional position of the feature point and the posi-
tion of the camera can be reconstructed at the same time.

To stably obtain SfM, a feature quantity calculation
method that is robust to noise, that is, robust to fluctuations in
an image, and robust to rotation and scaling of the image is
required. However, the conventional methods have the prob-
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2

lem of high calculation costs. To obtain SfM, generally an
amount of calculation proportional to the number of pixels is
required and therefore considerations to the calculation cost
are essential.

SUMMARY

In one embodiment, a feature extraction method for
extracting a feature from an image by computer processing
includes receiving an image and measured acceleration data
from a mobile device including image acquiring means and
acceleration measuring means; obtaining a gravity vector in
the image in a camera coordinate system on a basis of the
measured acceleration data; obtaining a vanishing point in the
image in a vertical direction in a screen coordinate system by
using the gravity vector; obtaining differential vectors along
two axes for each of pixels in the screen coordinate system;
obtaining a connection line vector connecting each of the
pixels with the vanishing point; identifying a vertical edge on
the basis of determination that an angle formed by the differ-
ential vector and the connection line vector is within a certain
threshold range; obtaining the sum of strengths of vertical
edges and writing the sum in a predetermined variable array;
extracting a keypoint on the basis of the variable array; and
calculating a feature quantity from the keypoint.

In another embodiment, a feature extraction program prod-
uct for extracting a feature from an image by computer pro-
cessing is disclosed, the program product causing a computer
to perform: receiving an image and measured acceleration
data from a mobile device including image acquiring means
and acceleration measuring means; obtaining a gravity vector
in the image in a camera coordinate system on the basis of the
measured acceleration data; obtaining a vanishing point in the
image in a vertical direction in a screen coordinate system by
using the gravity vector; obtaining differential vectors along
two axes for each of pixels in the screen coordinate system;
obtaining a connection line vector connecting each of the
pixels with the vanishing point; identifying a vertical edge on
the basis of determination that an angle formed by the differ-
ential vector and the connection line vector is within a certain
threshold range; obtaining the sum of strengths of vertical
edges and writing the sum in a predetermined variable array;
extracting a keypoint on the basis of the variable array; and
calculating a feature quantity from the keypoint.

In another embodiment, a feature extraction system for
extracting a feature from an image by computer processing
includes means for receiving an image and measured accel-
eration data from a mobile device including image acquiring
means and acceleration measuring means; means for obtain-
ing a gravity vector in the image in a camera coordinate
system on the basis of the measured acceleration data; means
for obtaining a vanishing point in the image in a vertical
direction in a screen coordinate system by using the gravity
vector; means for obtaining differential vectors along two
axes for each of pixels in the screen coordinate system; means
for obtaining a connection line vector connecting each of the
pixels with the vanishing point; means for identifying a ver-
tical edge on the basis of determination that an angle formed
by the differential vector and the connection line vector is
within a certain threshold range; means for obtaining the sum
of strengths of vertical edges and writing the sum in a prede-
termined variable array; means for extracting a keypoint on
the basis of the variable array; and means for calculating a
feature quantity from the keypoint.
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BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

FIG. 1 is a diagram illustrating acquisition of acceleration
data and image data using a smartphone and transmission of
the data to the computer for processing in a room;

FIG. 2 is a block diagram illustrating an example of hard-
ware of a computer used with embodiments of the present
invention;

FIG. 3 is a functional block diagram of a process according
to the present invention;

FIG. 4 is a flowchart of a process for computing sum;

FIG. 5 is a flowchart of a process for computing DoG and
detecting extrema;

FIG. 6 is a flowchart of a feature quantity calculation pro-
cess;

FIG. 7 is a diagram illustrating a relationship among a
camera coordinate system, a screen and the direction of grav-
ity;

FIG. 8 is a diagram illustrating a method for projecting
coordinates of two axes of a pixel to one axis orthogonal to the
direction of gravity;

FIG. 9 is a diagram illustrating projection of lines that link
pixels with a vanishing point and are perpendicular to a
ground surface onto a screen; and

FIG. 10 is a diagram illustrating extracted keypoints in an
image.

DETAILED DESCRIPTION

In view of the above, it is desirable to provide a technique
to obtain SfM fast and robustly. Embodiments of the present
invention solve the problem by taking advantage of the fact
that many features used in SfM are lines parallel to the direc-
tion of gravity, and that mobile devices such as smartphones
include an acceleration sensor or a gyroscope.

According to embodiments the present invention, a com-
puter system acting as a server receives an image and results
of measurements with an acceleration sensor from a smart-
phone through a communication function.

The computer system first extracts only vertical edges from
the image. For that purpose, the computer system uses the
acceleration sensor to obtain a gravity vector in a camera
coordinate system. The system then uses the gravity vector to
obtain a vanishing point (u', v') in the vertical direction in a
screen coordinate system.

The computer system then calculates differential vectors in
u and v directions of intensity of each pixel (u, v) in the screen
coordinate system. The computer system obtains a cos com-
ponent formed by each difference vector and (U'-u, v'-v),
normalizes the two vectors with a length of 1, then calculates
the inner product of the vectors. If the absolute value of cos is
greater than or equal to a certain threshold, the computer
system determines that the pixel has a vertical edge.

The computer system then obtains the sum of edge
strengths in the vertical direction for a set of edges located
along the vertical direction. Specifically, the computer system
transforms the screen coordinates (u, v) to camera coordi-
nates, projects the two axes of screen coordinates (u, v) to one
axis. The computer system calculates the absolute value of a
differential vector at (u, v) and writes the absolute value in a
table sum[q].

Once having provided sum|q], the computer system
assume sum[q] to be a horizontally long image of wx1 and
calculates extrema by using a DoG (difference of Gaussian)
function. The computer system uses the extrema to calculate
feature quantities.
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According to embodiments of the present invention, edges
along the vertical direction are detected from an image and
results of measurements with an acceleration sensor received
from a mobile device and the edges are used to extract fea-
tures, therefore fast position estimation can be performed
with a less amount of calculation. An exemplary embodiment
of the present invention will be described with reference to
drawings. Throughout the drawings, like reference numerals
denote like items unless otherwise specified. It should be
noted that the following is a description of one embodiment of
the present invention and is not intended to limit the present
invention to what is described with the exemplary embodi-
ment.

FIG. 1 is a diagram schematically illustrating a general
configuration of an example for carrying out the present
invention. In FIG. 1, locational feature objects such as a
cabinet 104 are placed in a room 102.

An operator 106 takes an image of an interior scene of the
room 102 with a smartphone 108 including an acceleration
sensor and the function of camera and transmits the taken
image data and measurement data of the acceleration sensor
to a computer placed in the room through wireless commu-
nication.

The computer 110 receives the transmitted image data and
measurement data of the acceleration sensor, extracts features
by using the data, and performs a process for estimating the
location. The computer 110 may be placed in a remote site,
provided that the computer 110 has a configuration capable of
receiving measurement data of the acceleration sensor and
image data from the smartphone 108. In that case, informa-
tion is transferred to the computer 110 placed in the remote
site through a receiving station such as a WiF1i station. Alter-
natively, a process for extracting features, which will be
described later, may be performed inside the smartphone 108
since smartphones these days are powerful. For convenience
of explanation, it is assumed in the following description of
the exemplary embodiment that feature extraction and loca-
tion estimation processes are performed on a computer 110
separate from the smartphone 108.

FIG. 2 is a block diagram illustrating a hardware configu-
ration of the computer 110. In FIG. 2, a CPU 204, a main
memory (RAM) 206, a hard disk drive (HDD) 208, a key-
board 210, a mouse 212, and a display 214 are connected to a
system bus 202. Preferably, the CPU 204 is based on a 32-bit
or 64-bit architecture and may be Core™ 17 or Core™ i5 from
Intel Corporation or AMD Athlon™ II, for example. The
main memory 206 preferably has a capacity of 4 GB or more.

A communication interface 216 is also connected to the
system bus 202. The communication interface 216 is capable
of communicating with the smartphone 108 through an
antenna 218 according to a standard, for example IEEE
802.11a/b/g. Note that the method for the computer 110 to
receive data from the smartphone 108 is not limited to IEEE
802.11a/b/g; any method may be used such as packet com-
munication.

An operating system is stored in the hard disk drive 208.
The operating system may be any operating system that is
compatible with the CPU 204, such as Linux™, Windows 7™
or Windows XP™ from Microsoft Corporation, or Mac
OSC™ from Apple Computer, Inc.

Further stored in the hard disk drive 208 are a main pro-
gram 302, a sum calculation routine 306, a DoG calculation
and extrema detection routine 308 and feature quantity cal-
culation routine 310, which will be described later with
respect to FIG. 3. These can be written in any of the existing
programing languages such as C, C++ and Java (R).
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FIG. 3 is a block diagram of a software configuration of a
part of the computer 110 that executes functions relating to
embodiments of the present invention.

In FIG. 3, the main program 302 is activated in response to
an operation of the keyboard 210 or the mouse 212, receives
image data and measurement data of the acceleration sensor
from the smartphone 108 through a mechanism such as WiFi
by the function of the communication module 304, and stores
the data preferably in the hard disk drive 208.

The main program 302 activates the sum calculation rou-
tine 306, the DoG calculation and extrema detection routine
308 and the feature quantity calculation routine 310 to initiate
feature extraction based on the image data and measurement
data of the acceleration sensor transmitted from the smart-
phone 108 according to embodiments of the present inven-
tion.

More specifically, the sum calculation routine 306 per-
forms a process for calculating sum, which is a one-dimen-
sional array, from the image data and measurement data of the
acceleration sensor transmitted from the smartphone 180.
The process of the sum calculation routine 306 will be
described later in detail with reference to a flowchart in FIG.
4.

The DoG calculation and extrema detection routine 308
uses a value of sum calculated by the sum calculation routine
306 to perform a process for calculating DoG (Difference of
Gaussian) and detecting extrema. The process of the DoG
calculation and extrema detection routine 308 will be
described later in detail with reference to a flowchart in FIG.
5.

The feature quantity calculation routine 310 performs a
process for calculating feature quantities on the basis of
extrema (keypoints) detected by the DoG calculation and
extrema detection routine 308. The process of the feature
quantity calculation routine 310 will be described later in
detail with reference to a flowchart in FIG. 6.

The process of the sum calculation routine 306 will be
described below with reference to the flowchart of FIG. 4. As
illustrated at block 402, the sum calculation routine 306 is
invoked by the main program 302 with the intensities I (u, v)
of'an image and a threshold value as arguments. Here, each of
the intensities I (u, v) of the image is the intensity of a pixel at
pixel coordinates (%, y)=(u, v). The threshold value is set at
0.95 in one exemplary embodiment.

The sum calculation routine 306 obtains a vanishing point
u', v' at block 404. Specifically, the sum calculation routine
306 calculates a vanishing point u', v' according to the fol-
lowing formula:

u'=fi XSz W2

V= Y2 2

where w is the width of the image, h is the height of the
image, fis the focal length, and V =(x,, y,., z.) is the vector of
an acceleration value representing the direction of gravity
received from the smartphone 108.

Atblock 406, the sum calculation routine 306 obtains du(u,
v), dv(u, v), and dlen(u, v) for every pixel (u, v) according to
the following formula:

ditu,v) Hu+1l,v)=Iu-1,v) Formula 1
du(u, v) = =
du 2
dlw,v) Tu,v+1)=Iu,v-1)
dv(u, v) = I 3
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-continued

dlen(u, v) = \| du(u, v)? + dv(u, v)?

Here, du(u, v) is a differential at (u, v) in the u direction and
dv(u, v) is a differential at (u, v) in the v direction.

While each of the differentials calculated here is the aver-
age of a forward difference and a backward difference, any
method for calculating differentials may be used as appropri-
ate. For example, only a forward difference or only a back-
ward difference may be calculated.

At block 408, the sum calculation routine 306 then obtains
a cosine component c(u, v) of the angle formed by a vector
(u'-u, v'-v) pointing to the vanishing point and (-dv(u, v),
du(u, v)) for every pixel (u, v) according to the following
formula:

—(u’ —wdv(u, v) + (V' =v)du(u, v) Formula 2

\/(u’ —uP+ (v —v)? \/du(u, 2+ dv(u, v)?

clu, v) =

The sum calculation routine 306 then obtains a point q(u, v)
projected onto a level plane at block 410. More specifically,
the sum calculation routine 306 first transforms the screen
coordinates of a point to camera coordinates of the point
according to V=(x, y, )=((u-w/2)/f, -(v-h/2)/1, 1). FIG. 7 is
a diagram schematically illustrating relationship among the
camera coordinate system, the screen and the direction of
gravity. The sum calculation routine 306 then obtains a posi-
tion at which a line passing through the Vh=(xh, yh, 1)=V-
Vg*<V, Vg>/<Vg, Vg> and (xg/zg, yg/zg, 1) orthogonally
intersects Vg on the screen (z=1) and rounds down the x
coordinate xh of Vh to the nearest whole number to obtain a
value as q(u, v). That is, q(u, v)=(int) xh. Here, <V,
Vg>represents the inner product of the vectors V and Vg. F1G.
8 schematically illustrates the projection to obtain q(u, v).

The sum calculation routine 306 then provides a one-di-
mensional array, sum, at block 412.

The sum calculation routine 306 then performs a process
from block 414 through 420 for every pixel (u, v). Specifi-
cally, the sum calculation routine 306 determines whether or
not Ic(u, v)I>threshold for a given pixel (u, v) and, if so, adds
the value of dlen(u, v) by sum[q(u, v)]+=dlen(u, v). In this
exemplary embodiment, the threshold is set at 0.95. Note that
the value of dlen(u, v) has been calculated beforehand for
every (u, v) at block 406.

Here, the value of sum[q(u, v)] is the sum of the strengths
of vertical edges along a line that is a projection of a line on
the screen that passes through q(u, v) and is perpendicular to
the ground surface. q(u, v) represents a line that passes
through q(u, v) and is perpendicular to the ground surface.

Once the process from block 414 through block 420 for all
pixels (u, v) has been completed, the value of sum required for
calculation DoG and detection of extrema is yielded.

The process of the DoG calculation and extrema detection
routine 308 will be described next with reference to the flow-
chart of FIG. 5. As illustrated at block 502, the DoG calcula-
tion and extrema detection routine 308 is invoked by the main
program 302 with the inputs of the sum calculated by the sum
calculation routine 306 and a parameter d.

At block 504, the DoG calculation and extrema detection
routine 308 applies Gaussian smoothing to the sum with
standard deviations o=00, o0k, c0k2, c0k3, . . . to obtain
suml, sum2, sum3, sum4, . . ..
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Gaussian smoothing means performing the following con-
volution of function:

X2+ yz] Formula 3

1
0. = sz -5

Here k is the number of the standard deviations o and is set
as k=21/s, where s is the number of the scales in scale-space.
Here, it is assumed that 00=1.6 and the number of scales s=3
on the basis of description in, for example, Hironobu Fujiy-
oshi, “Gradient-Based Feature Extraction: SIFT and HOG”,
Information Processing Society of Japan Technical Report,
CVIM [Computer Vision and Image Media], 2007, (87),211-
224, 2007-09-03.

At block 506, the DoG calculation and extrema detection
routine 308 calculates difference images to obtain dogl,
dog2, dog3, . . . as follows:

dogl = sum?2 — suml
dog?2 = sum3 — sum?2

dog3 = sum# — sum3

The process from block 508 through block 518 is per-
formed for every combination of q and i. At block 510, the
Dog calculation and extrema detection routine 308 deter-
mines whether or not dogi[q]<dogi'[q']-d for all ¢', i' in the
neighborhood of q, i, that is, whether or not dogi[q] is an
extremum. If so, the DoG calculation and extrema detection
routine 308 records q, i as a detected line at block 512. Note
that ¢', i’ in the neighborhood of q, i are q', i' within q+d and
i+d. For example, 0=2 is chosen. For the value of d, a condi-
tion is set so that the greater the value of d, the sharper
extremum is chosen.

When the DoG calculation and extrema detection routine
308 determines at block 510 that dogi[q]<dogi'[q'] holds for
all q, 1' in the neighborhood of q, i, the DoG calculation and
extrema detection routine 308 records g, 1 as a detected line at
block 512.

The process from block 508 through block 514 is per-
formed for every combination of g, i to obtain all combina-
tions of extrema (q, 1). Letting o be the standard deviation
used for obtaining the value of the i-th DoG at an extremum
(g, 1), then (q, 0) is called a keypoint. For dogi=sumi+1-sumi,
the standard deviation o is a standard deviation in Gaussian
smoothing of sumi+1 or sumi, for example.

FIG. 10 illustrates exemplary keypoints extracted in an
image.

The process of the feature quantity calculation routine 310
will be described next with reference to the flowchart of FIG.
6. The feature quantity calculation routine 310 is invoked by
the main program 302 with the inputs ofthe values (q, o) of all
key points. The feature quantity calculation routine 310 per-
forms feature extraction based on HoG (Histograms of Ori-
ented Gradients) as described in Hironobu Fujiyoshi, “Gra-
dient-Based Feature Extraction: SIFT and HOG”,
Information Processing Society of Japan Technical Report,
CVIM [Computer Vision and Image Media], 2007, (87),211-
224, 2007-09-03.

The loop from block 602 to block 620 in FIG. 6 is a process
for each value (p, o) of every the keypoint. Here, o is a
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standard deviation in Gaussian smoothing of sumi+1 or sumi
used in calculation of dogi at an extremum (q, 1).

At block 604, the feature quantity calculation routine 310
obtains a line u=av+b on the screen for q according to the
following formula:

xh=(q-wi2)lf
yh=(xg*xh+7g)/yg
uh=q
vh=-yh*f+h/2
a=(uh-u")/ (Vh—V')

b=uh-a*vh

The loop from block 606 to block 614 is a process for v of
eachof0,1,2,...,h.

The feature quantity calculation routine 310 uses a, b deter-
mined at block 604 to calculate u=av+b at block 608.

At block 610, the feature quantity calculation routine 310
determines whether or not (u, v) is a vertical edge. If not, the
feature quantity calculation routine 310 skips the next block
612; if so, the feature quantity calculation routine 310 calcu-
lates def=I(u-o, v)-I(u+0o, v) and dot (u, v). Here, dot(u, v) is
the inner product of (u'-u, v'-v) and (-dv(u, v), du(u, v)) and
o is the standard deviation in Gaussian smoothing used in
calculation of the keypoint.

The loop from block 606 to block 614 for each of v=0, 1, .
.., his performed in this way to obtain def=I(u-o, v)-I(u+o,
v) and dot (u, v) for each of v=0, 1, . . . , h. Then the feature
quantity calculation routine 310 sorts def in descending order
and adds up dot(u, v) corresponding to def. When the accu-
mulated sum of dot exceeds one half of the total sum of dot,
the value of def at that point is chosen as the median of def.

At block 618, the feature quantity calculation routine 310
then takes the two intensities of I(u~o, v) and I(u+o, v) at (u,
v) corresponding to def chosen as the median at block 616 as
the feature quantity of the line.

The process from block 602 through block 620 is per-
formed for all keypoints (q, 0) in this way to obtain the feature
quantities for all keypoints (q, 0).

The main program 302 uses the feature quantities for the
keypoints (q, 0) obtained in this way to search for a line whose
feature quantity matches a feature quantity extracted from an
existing image. Once matching of lines in the query image
and in the existing image has been completed, Bundle Adjust-
ment can be used to estimate the location of the smartphone
108.

While an example in which acceleration data and image
data are acquired from a smartphone including an accelera-
tion sensor and the function of camera has been described, the
present invention is not limited to smartphones. The present
invention can be used with any device that includes the func-
tion of measuring acceleration and the function of camera.
Furthermore, acceleration may be measured with a gyroscope
instead of an acceleration sensor.

Instead of WiFi, any wireless communication technique
may be used for transmitting acceleration data and image data
to the computer. Wired communication may also be used.

Data acquired from the acceleration sensor and camera of
a smartphone are used and then the processes are performed
on a separate computer to which the data have been transmit-
ted to extract feature quantities or estimating the location in
the exemplary embodiment described above. However, con-
sidering the processing power and specifications of recent
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smartphones, part or all of the processes performed on the
separate computer may be performed on the smartphone.

Furthermore, the computer for processing acceleration
data and image data is not limited to particular hardware or a
particular operating system; any computer with any platform
can be used.

The invention claimed is:

1. A feature extraction method for extracting a feature from
an image by computer processing, the method comprising:

receiving an image and measured acceleration data from a

mobile device including image acquiring means and
acceleration measuring means;

obtaining a gravity vector in the image in a camera coor-

dinate system on a basis of the measured acceleration
data;

obtaining a vanishing point in the image in a vertical direc-

tion in a screen coordinate system by using the gravity
vector;

obtaining differential vectors along two axes for each of

pixels in the screen coordinate system;

obtaining a connection line vector connecting each of the

pixels with the vanishing point;

identifying a vertical edge on the basis of determination

that an angle formed by the differential vector and the
connection line vector is within a certain threshold
range;

obtaining the sum of strengths of vertical edges and writing

the sum in a predetermined variable array;

extracting a keypoint on the basis of the variable array; and

calculating a feature quantity from the keypoint.

2. The method according to claim 1, wherein the accelera-
tion measuring means is an acceleration sensor.

3. The method according to claim 1, wherein obtaining the
sum of strengths of vertical edges and writing the sum in a
predetermined variable array comprises calculating the abso-
lute value of the inner product of the differential vector and
(u'-u, v'-v) and writing the absolute value in the variable array,
where (u, v) is screen coordinates and (u', v') is the vanishing
point.

4. The method according to claim 1, wherein extracting a
keypoint comprises assuming the variable array to be a hori-
zontally long image and calculating an extremum by using a
DoG (difference of Gaussian) function.

5. The method according to claim 1, wherein the mobile
device is a smartphone.

6. The method according to claim 1, wherein calculating a
feature quantity comprises calculating HoG (Histograms of
Oriented Gradients).

7. The method according to claim 1, wherein some or all of
the steps are performed by the mobile device.

15

20

30

40

45

10

8. A computer program product comprising a non-transi-
tory computer readable storage medium having computer
readable instructions stored thereon that, when executed by a
computer, implement a feature extraction method for extract-
ing a feature from an image by computer processing, the
method comprising:

receiving an image and measured acceleration data from a

mobile device including image acquiring means and
acceleration measuring means;

obtaining a gravity vector in the image in a camera coor-

dinate system on the basis of the measured acceleration
data;

obtaining a vanishing point in the image in a vertical direc-

tion in a screen coordinate system by using the gravity
vector;

obtaining differential vectors along two axes for each of

pixels in the screen coordinate system;

obtaining a connection line vector connecting each of the

pixels with the vanishing point;

identifying a vertical edge on the basis of determination

that an angle formed by the differential vector and the
connection line vector is within a certain threshold
range;

obtaining the sum of strengths of vertical edges and writing

the sum in a predetermined variable array;

extracting a keypoint on the basis of the variable array; and

calculating a feature quantity from the keypoint.

9. The computer program product according to claim 8,
wherein the mobile device is a smartphone.

10. The computer program product according to claim 9,
wherein the acceleration measuring means is an acceleration
Sensor.

11. The computer program product according to claim 8,
wherein obtaining the sum of strengths of vertical edges and
writing the sum in a predetermined variable array comprises
calculating the absolute value of the inner product of the
differential vector and (u'-u, v'-v) and writing the absolute
value in the variable array, where (u, v) is screen coordinates
and (u', v") is the vanishing point.

12. The computer program product according to claim 8,
wherein extracting a keypoint comprises assuming the vari-
able array to be a horizontally long image and calculating an
extremum by using a DoG (difference of Gaussian) function.

13. The computer program product according to claim 8,
wherein calculating a feature quantity comprises calculating
HoG (Histograms of Oriented Gradients).

14. The computer program product according to claim 8,
wherein some or all of the steps are performed by the mobile
device.



